THE UNIVERSAL HARISH-CHANDRA j;-FUNCTION

GIL MOSS AND JUSTIN TRIAS

ABSTRACT. Let F' be a nonarchimedean local field with residue field of cardinality ¢, let G
be the F-points of a connected reductive group defined over F, let P and Q) be two par-
abolic subgroups with the same Levi factor M. We construct intertwining operators Jg|p
and the Harish-Chandra j-function j¢ for finitely generated smooth A[M]-modules, where
A is any commutative Noetherian algebra over Z' := Z[,/g"']. The construction is func-
torial, compatible with extension of scalars, and generalizes the previous constructions in
[Wal03l [Dat05l [DHKM24bl [Gir24]. We prove a generic Schur’s lemma result for parabolic
induction, which circumvents the need for generic irreducibility in defining 5. Setting A = Z’
and applying the construction to finitely generated projective generators produces a universal
j-function that is a rational function with coefficients in the Bernstein center of M over Z’,
and which gives the j-function of any object via specializing at points of the Bernstein scheme.
We conclude by characterizing the local Langlands in families morphism (when it exists) for
quasisplit classical groups in terms of an equality of j-functions.

1. INTRODUCTION

Let F' be a nonarchimedean local field with residue field of cardinality ¢q. Let G be the F-
points of a connected reductive group defined over F', let P = MUp and Q = MUg be two
parabolic subgroups with the same Levi factor M. Let A be a commutative Noetherian algebra
over Z' := Z[,/q" '], and let i%(o0) be the normalized parabolic induction of a smooth A[M]-
module og. To compare i%(0p) to 28(00), one can fix a Z[1/p]-valued Haar measure on Ug and
write down an integral operator

(1) Jaoip(00) 1 i%(00) — i§(00)
£+ Joip(00) (f)(9) = / f(ug)du .

Uq/(UgNUp)

But this integral does not necessarily converge. The theory of intertwining operators is concerned
with identifying families of oy where the operator is defined. Intertwining operators have become
a fundamental tool in the harmonic analysis of p-adic groups and the local Langlands program.
When A = C, Harish-Chandra developed this theory in an analytic way, relying on the manifold
structure of the families of gy that are composed of orbits of the discrete series under unitary
unramified twisting. Bernstein, in unpublished notes, proposed a purely algebraic approach using
the geometric lemma, which was refined and used by Waldspurger in [Wal03] to simplify Harish-
Chandra’s proof of the Plancherel formula. In [Dat05], Dat constructs intertwining operators
over a general ring, subject to a (P, Q)-regularity hypothesis, which he establishes when A is a
field of characteristic £ # p and oy is irreducible. Our goal is to expand the algebraic framework
of intertwining operators to arbitrary Noetherian Z'-algebras A and arbitrary smooth A[M]-
modules.

Let M° be the subgroup generated by all compact subgroups, let R be the finite free commu-
tative A-algebra A[M/M?°], and let ¥y, : M — R* be the universal unramified character. Let
o = og - Vs be the universal unramified twist of og, i.e., the R-module og ® 4 R with M-action
a(m)(v®1) = ag(m)v @m for v € a9, m € M, and m the image of m in M /MO,
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Theorem 1.1. Let o be a finitely generated A[M] module satisfying Schur’s lemma (i.e. the
natural map A — End s (0o) is an isomorphism). There exists a canonical injective homo-
morphism of R-modules

sigpg : Hompyy (i%(0), zg(a)) — Endgppy (o) = R.

Via Frobenius reciprocity, Theorem [I.1]is deduced from Theorem [3.2] which says that, among
the subquotients of the geometric lemma filtration of 7’81’%(0), the subquotient isomorphic to
o is the only one supporting a nonzero map to ¢. Thus any J : rgig(a) — o induces an
endomorphism of o, which we call its (o, P, Q)-signature and denote sigpq(J).

In the special case where A is a field, the ring R = A[M/M"] is an integral domain, and if

the image of sigp contained a nonzero element b, the map sigp would induce an isomorphism

Homppy g0 (5 (0 [1/0]), ¢ (0 [1/8])) 2 R[1/b].
In this framework, we could define the canonical rational intertwining operator Jg, p(oo) to be
the preimage under sigpgy of 1 € R. The isomorphism identifying o with a subquotient of

rgig (o) is defined by the integral in Equation , so this definition of Jgp(00) would extend

the definition in to all ig(aox) where b does not vanish at y (this is explained in .

To go beyond the case where A is a field, we would like a theory of intertwining operators
that encompasses reduction modulo £ in a robust way for all primes £ # p. For this we need an
element b in the image of sigpg that is not only nonzero, but also not divisible by any ¢, in order
to avoid losing information at the mod ¢ fiber when we pass to R[1/b]. Even better, we would
like b to preserve congruences in the sense that for all p € Spec(A), the image of bin R®4 A/p
is nonzero. Our second main result guarantees this.

Let S be the multiplicative subset of R generated by elements of the form

cam®+ g mT 4+ emtcy, meMNG?, ¢; e A

such that both ¢4 and ¢y are units in A.
Theorem 1.2. With the setup of Theorem the image of sigpg contains an element of S.
Thus after localizing we obtain a canonical isomorphism
Homg-1 g (i5(S710),i3(S ™ 0)) 5 Endg-1p(S~'0) = ST'R,

and define Jg|p(00) to be the preimage of 1 € R. Note that Jg p(0o) depends on the choice of
Haar measure on Ug up to a constant multiple. Except for we will remain agnostic about
this choice.

The amount of localization necessary to make sigpg an isomorphism depends on ¢, P, and
Q. For example, when ) = P, there is no integration in Equation and o is a quotient of
rg ig (o). It follows that 1 € R is already in the image of sigp;; and nothing needs to be inverted.
We immediately deduce that ig(a) satisfies Schur’s lemma; if this result was previously known
we were not aware of it.

Corollary 1.3. Let og be a finitely generated A[M]-module satisfying Schur’s lemma. Then

i%(0) also satisfies Schur’s lemma, i.e. the natural map R — End i) (i%(0)) is an isomorphism.

When @ # P, o is no longer a quotient of rgig(a) (for example, when Q = P, o is at the
bottom of the filtration on rgig(a)). In this situation we establish Theorem by computing
the (o, P, Q)-signatures of maps rgig(a) — o induced by certain elements in the group ring
R[Aps], where Ay is identity component of the center of M.

With these results in hand, we can construct the Harish-Chandra j-function

-G -G gq—1
j(00) = Jpp © Jpp € Endg-1 (g (i5(S™ ).
It is independent of P, so we denote it jG(O'o). By passing through the isomorphism

Endg-1 i) (i%(S 7" 0)) & Endg-1 (o)
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of Corollary and Endg-1pp(0) = ST'R = ST (A[M/M"]), we can make sense of 7% (00)
as a “rational function” even when A is not a domain. In fact, j%(og) lies in ST'R® where
RE .= A[(MNG°)/M"] (Corollary. Proposition 6.7 generalizes the well-known factorization
property of j%(op) into a product of j-functions j¥¢(og), where M is a maximal Levi in M,,
so that (M N MY)/M"Y is a free commutative group of rank one. When A = C, the Plancherel
measure p(og) is j¢ (o) !, after an appropriate choice of Haar measures on Up and Up.

Because Jg|p(00) can be described in a precise sense by the integral in Equation (equiv-
alently, because of the functorial properties of the geometric lemma) it defines a natural trans-
formation. More precisely, if we define the functor

. f.g.
i : Rep & (M) — Repg-1(M)
oo — i%(S7 o),
then og — Jg|p(0oo) is a natural transformation iIGD — ig. Furthermore, it is compatible with
extension of scalars along any ring homomorphism A — A’, so it behaves well with congruences.
The Schur’s lemma hypothesis in Theorems and can be removed by considering the

action of the Bernstein center Z4 js, which is defined as the center of the category Rep 4 (M) of
smooth A[M]-modules, i.e.

ZA’M = End(idRepA(M)).

The natural action of Z4 3 endows oo with the structure of a smooth Z4 »/[M]-module, hence
if we define R 1= Z4 p[M/M°], we can view o as an R[M]-module (c.f. Remark . The
conclusions of Theorems and hold with R replacing R and & replacing S, where & is
the multiplicative subset of & whose definition is analogous to that of S. In fact, we prove the
main theorems over R in Sections [ and [4] then use the Schur’s lemma hypothesis to reduce
them in 5] to the statements above. Note that without Schur’s lemma, and by extension without
Corollary we lose the description of j&(og) as a rational function over A, but we show it
lands in Z(Endg-100 (6 '0)) (Proposition

The upshot of working over Z4 js is that we can take A to be Z' and g to be a finitely
generated projective Z'[M]-module, for example, a generator Py, of the category of depth < r
for some r. In this situation we have Z(Endg-1033)(6 '0)) = 67'R, so 3% (Po,) can be viewed

as a rational function with coefficients in 2z 5. Since Jgp(—) and j%(—) are well-behaved with
respect to scalar extension along homomorphisms of Z/-algebras A : Zz )y — B, the intertwining
operator Jg|p(Po,r) and j-function jG(Poﬂn) are universal in the sense that they give rise to all
intertwining operators and j-functions by extending scalars along A and taking quotients. In
turn, this provides a way to extend the construction beyond finitely generated objects. This is
made precise in Section [

1.1. Relation to other work. The algebraic constructions of rational intertwining operators
in [Wal03l [Dat05],[DHKM24b, Appendix C| were restricted to finite length objects of Repy (M),
where k is a field of characteristic £ # p (or k = C in [Wal03]). In generalizing the doubling
method for classical groups, Girsch ([Gir24, Prop 9.1]) constructed intertwining operators for
admissible objects in Repff’(M ), where M is a maximal Levi in a classical group and A is an
Noetherian Z[1/p]-algebra. Girsch’s strategy inspired our approach and, like ours, relies on the
recent finiteness theorems in [DHKM24a| (which, in turn, rely on [FS24]).

In [Wal03], Waldspurger constructs j¢ (o) for irreducible oy generic irreducibility. Dat uses
the theory of intertwining operators to prove generic irreducibility over k for ¢ > 0 in [Dat05]
(under restrictions on G that were subsequently removed in [DHKM24al), and then applies
generic irreducibility to construct j(op). When A is not a field, the notions of irreducibility
and finite length are not well-behaved. We circumvent the need for generic irreducibility or the
finite length hypothesis with the (0g, P, Q)-signature and the generic Schur’s lemma property of
Corollary The results in [DHKM24a] allow us to work with finitely generated objects, and
we eventually generalize to all objects.
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1.2. An application to local Langlands for quasisplit classical groups. As an appli-

cation, we use a converse theorem for the j-function over C to show that a local Langlands in

families morphism from the ring of functions on the moduli space of Langlands parameters to the

Bernstein center is uniquely characterized (if it exists) by the property that it respects universal

j-functions. We give an overview here and refer to Section [J] for more details and references.
Let Wr be the Weil group of F. In [DHKM25]|, a space

ZYWp, G) = Spec(Reg)

of cocycles was defined over Z[1/p], with a natural action of G by conjugation. A filtration
(P%)een of the wild inertia subgroup Pp expresses Z'(Wp,G) as an ind-scheme over e of
ZY(Wg/P%, G) = Spec( %), each of which is a finite union of connected components. The base

change to C of the GIT quotient scheme Z!(Wpr/P§, G) ) G = Spec(( iG)a) is an affine variety
whose C-points are equivalence classes of semisimple Langlands parameters p* : Wr — “G(C)
trivial on Pp.

Let Zj = Zy[,/q] and consider the base change R} cz, of R}, to Zj. Suppose we are given a

ring homomorphism L : %Lé(; = Za z)- A supercuspidal support for G over Qy is equivalent
E— ’ é ’ E—
to a Qg-point of ZG,Z}? by which we mean a homomorphism A : ZG,ZQ — Q. The pullback Ao L
defines a Qg-point of ER?G 4+ 1.e. a semisimple Qg-valued Langlands parameter for G. Therefore
1y

L induces a semisimple local Langlands correspondence over Q, from the set of supercuspidal
supports to the set of semisimple Langlands parameters. In fact, it encodes quite a bit more
than just a map on Qg-points, for example, it also transports congruence information modulo
ideals. Let Z&Z; be the direct factor of ZG,Z; corresponding to the subcategory of depth at
most r. Any morphism £ must satisfy the following continuity property: there is e € N such
that the composition

. G r
£ . mLG’Z% — ZG’ZQ — ZG,Z;

factors through (9‘{% G,Z@)G' We call such a homomorphism continuous and let e(r) denote the
smallest integer e with this property.

Multiple methods for producing such a continuous ring homomorphism have been proposed.
For example, Fargues and Scholze have constructed in [FS24] a Hecke action of a certain derived
category of sheaves on the moduli stack [X¢ Gz, /G on an enlargement of Repz, (G). An element

of (mLG7zé)G defines an endomorphism of the structure sheaf of the first category, thus the
categorical action associates to it an element of the center of the latter category, i.e. an element
of ZG,Z;,- Being functorial, this produces a ring homomorphism Lgg as above. Another approach
is the so-called “local Langlands in families” strategy, which takes as an input a classical local
Langlands correspondence of C-representations together with some of its expected properties,
and tries to interpolate and descend it to a ring homomorphism Lipirp over ZZ~ Both methods
have been established for GL,, in [Hel20, [HM18| and [FS24], respectively, and are proven to be
compatible in [FS24].

Now let G be a quasisplit classical group. A continuous homomorphism L : mﬁG)Zz — ZG,ZQ,

interpolating a local Langlands correspondence over C must, if it exists, respect universal j-
functions as we now explain. First, extend scalars to the Witt ring W (F,), fix an additive
character ¢ : ' — W(F,)*, and normalize Haar measures on Up and U relative to 1 in an
appropriate way (JGI14, B.2]). Let K = Frac(W (F,)) and identify C = K. Let m be the integer
defined relative to G in Section and identify G x GL,, with a Levi subgroup in a classical
group G’ of the same type as G. For an irreducible smooth K[G]-module 7w and an irreducible
smooth K[GL,,]-module 7', let jgl(w ® 7') denote the Harish-Chandra j-function with Haar
measures normalized relative to v. Langlands’ conjecture on the Plancherel measure, which is
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established for classical groups (c.f. [DHKM24b, Prop 7.6]), implies that

o (br ® 6) = i (m@ @),
where ¢, and ¢, are the Langlands parameters of 7 and 7’ and jy(¢r @ ¢r) is defined as
a certain product of Langlands—Deligne gamma factors (see Subsection . The ring R? .z,
¢ G,ZQ) such that
every f-adically continuous parameter comes from ®f uniy by base change. Given a morphism
L over Zj interpolating the classical local Langlands correspondence it must (by checking on

supports a universal (-adically continuous parameter ¢§, . : Wg/Pp — LG (

K-points and using reducedness) satisfy the analogous equality of universal j-functions, i.e.,
after extending scalars to W (FFy),

(Lo @ Lo, G0 @ 60 X, R, 1)) = §§ (P(Go, ® P(GLm)o ),

where P(G)o, denotes the depth < r projective generator as above and jgl (P(G)osr@P(GLm)os)
is the universal Harish-Chandra j-function with Haar measures normalized relative to 1.

Our final result is that this compatibility of j-functions uniquely characterizes any putative
morphism Lg:

Theorem 1.4. Fiz v : F — W (F;)*. There exists at most one continuous homomorphism
such that
(L6 ® Lo, (G © unds X B)) = 55 (P(Gho.r © P(GLm)o,).

When ¢ is a banal prime, the existence of such an Lg follows from [DHKM24bl Cor 7.16,
Thm 8.2]. The compatibility of the Fargues—Scholze correspondence with established cases of
the classical local Langlands correspondence is known for classical groups in some specific cases,
but is an open problem in general. Theorem suggests the theory of intertwining operators
could be fruitful in approaching this problem.
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2. NOTATION AND FINITENESS PROPERTIES

2.1. Finiteness. Let M be a reductive group over F' and let A be a commutative Noetherian
Z[1/p]-algebra. Let Rep4(M) be the category of smooth A[M]-modules and denote by Z4
the center of Rep (M), i.e., the endomorphism ring End(idgep ,(ar)) of the identity functor.

By fixing a Haar measure on M valued in A, we can consider the Hecke algebra H (M) :=
C2° (M, A) of locally constant compactly supported A-valued functions on M endowed with the
convolution product. When K is an open pro-p-subgroup of M, the relative Hecke algebra
Ha(M, K) is the subalgebra of H (M) of bi-K-invariant functions. It has center Z4(M, K).
One of the equivalent definitions of Z4 ps is

ZA,M = lElZA(Ma K)
K

where the projective limit runs over open pro-p-subgroups in M and the transition maps are
surjective, given by z € ZAo(M,K) — zegr € Z4(M,K') if K C K’ and e is the idempotent
on K'.
Theorem 2.1 (|[DHKM24al, DHKM24b|). For all open pro-p-subgroups K in M, we have

(1) Ha(M, K) is finitely generated as a module over its center Z4(M, K);
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(1)) ZA(M, K) is a finitely generated A-algebra.
In various places, we will need the following finiteness lemma:

Lemma 2.2. Assume o € Rep4(M) is finitely generated. Then:

(1) o is admissible over Z4 nr;
(ii) the Za n-module End gpp (o) is noetherian.

Proof. (i) Because o is finitely generated, there exists a finite collection of vectors vy, ..., v,
which generates 0. These vectors induce a surjection H(M)®" — o in Rep4(M). We choose
an open pro-p-subgroup K in M fixing all these vectors. Let K’ be an open subgroup K. Let e
and eg be the idempotent in the Hecke algebras associated to K and K’. Then it is easy to see
that the previous surjection induces a surjection H(M, K")®" — o’ As A is noetherian, the
algebra H (M, K) is finite over its center Z4(M, K) by Theorem [2.1 which is itself a quotient
of Zym. So oK is a finitely generated Z4 ps-module.

(ii) Because o is generated by o, we have End 4(p(0) = EndHA(M,K)(UK). By Theorem
the right-hand side is a finitely generated module over Z4(M, K), so it is finitely generated
over Z, ) as earlier. It is even noetherian because the module structure factors through the
noetherian ring Z4 (M, K). Therefore End 4(31(0) is noetherian too. O

Remark 2.3. The ring Z4 5/ is not noetherian, but is a countable product of noetherian rings.
Thus, in regard to Lemma (ii), we point out that a Z4 p/-module is noetherian if and only
if it is finitely generated over Z4 ps and the Z4 p/-structure factors through a finite number of
components.

2.2. Flat extension of scalars. The following proposition is paraphrasing [Lam06, Prop 2.13|.

Proposition 2.4. Let A — B be a flat morphism and let V' and W be in Rep 4(M). The natural
map Hom 457 (V, W) ®4 B — Hompp(V ®a B, W ®a B) of B-modules is:

e a monomorphism if V is finitely generated;

e an isomorphism if V is finitely presented.

Proof. To see this is [Lam06, Prop 2.13|, note that there exists » > 0 such that V has depth at
most r if V' is finitely generated. The category RepiT(M ) of representation of depth at most r is
equivalent to a category of modules over a direct factor ring e<,H (M, K) of Ha(M, K) where
K is an open pro-p-subgroup that is small enough. So the proposition of Lam applies. U

When A is noetherian, the finiteness of Hecke algebras from Theorem ensures that finitely
generated representations are also finitely presented. In what follows, we will repeatedly use the
compatibility property in Proposition [2.4] without comment.

By Lemma [2.2] we can apply the following property to the centers of endomorphism rings of
finitely generated objects:

Lemma 2.5 ([DHKM24b, Lem A.2]). Let £ be an A-algebra with center Z(E) such that £ is
finitely generated over Z(E). Let A’ be a flat commutative A-algebra. Then:

Z(E) XA A = Z(g XA A/).
2.3. Free extension of scalars. Proposition can be improved when the extension is free.

Proposition 2.6. Let B be an A-algebra such that B is free as an A-module. Let V and W
be in Repa(M). The natural map Homgp(V,W) ®4 B — Homp(V ®4 B,W ®a B) of
B-modules is bijective if V' is finitely generated or if B is finite free over A.

Proof. Let ¢ € Homppn(V®a B, W®aB). Then V@4 B ~ @5V as A[M]-modules by choosing
a basis B of B over A. Because ¢ is B-linear, its restriction to any copy of V' surely determines
¢. We fix such a copy of V' from now on. Conversely, any morphism Hom 45/ (V, W ®4 B) can
be extended in a unique way as a morphism of V ® 4 B that is B-linear. In other words, we have
a B-module isomorphism

HOHIB[M](V QR4 B,W &4 B) ~ HOHIA[M](‘/,W XA B)
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As W ®4 B~ @pW C [[3W, we obtain an embedding

Homp(p(V ®4 B,W ®4 B) < Homapg(V, [[W) = [ [ Homapq (V. W).
B B

We write (¢)) for the image of ¢ where A runs over B.

The image of ¢ € Hom 47 (V, W) ®a B into this product corresponds to elements of the form
(#x) where all but finitely many ¢,’s are non zero. The image of ¢ € Homppn)(V ®4 B, W ®4 B)
consists of (¢x) where Iy, = {\ | $x(v) # 0} is a finite set for all v € V' (or equivalently ¢(v)
belongs the direct sum). It is clear with this description that

HOI’HA[M](‘/, W) XA B — HOHlB[M](V XA B,W@A B)

Of course, if the direct sum and the product over B agree i.e. B/A is finite, then all maps above
are isomorphisms and the proposition follows.

For ¢ € HomB[M](V ®a B,W ®4 B), the support Iy = Uyev Iy, is the set of X’s such that
o # 0. When V is finitely generated, we take v1, ..., v, generating V' and notice that I, = U; 1, .
Therefore I is finite 7.e. all but finitely many ¢,’s are non zero. The result follows. O

2.4. Geometric lemma. In this subsection, let R be a commutative algebra over Z' = Z[,/g"'].
Fix a maximal split torus Ay of G. Its centralizer My is a Levi factor of a minimal parabolic
Py. We say a parabolic subgroup P is standard if P O A and semistandard if P O Fy; in either
case, P has a unique Levi containing Ay, such a Levi is called standard (resp. semistandard) if
P is standard (resp. semistandard). In this setup we can define W), and W in the usual way
and have a canonical injection Wy — Wg.

The assumption that M be a standard Levi subgroup is convenient for formulating the geo-
metric lemma. It does not cause any loss of generality in our final results because every Levi
subgroup is G-conjugate to a standard Levi subgroup (c.f. Remark . Therefore, outside
of this subsection (including the introduction), we frequently omit the word “standard” with
the understanding that the reader can adapt the proofs to the general case, or reduce to the
standard case, as needed.

Let P and @ be two semistandard parabolic subgroups with a common standard Levi subgroup
M and let o be a smooth R[M]-module. The geometric lemma gives a filtration of functors on
the category of smooth R[M]-modules,

0=FyCFC--- CF=15if,

and isomorphisms

where w; are representatives of the double cosets w; € P\G/Q. These double cosets are in
bijection with the set Wiy \We /Wy, which does not depend on P or @, but we will equip
Wia\We /Wy with a linear ordering that refines the Bruhat partial ordering relative to P and
(), which is defined as

w' < wif Pw'Q C Pw@,

the closure being taken in the p-adic topology on G. Choose a linear ordering, denoted by =,
that refines the Bruhat partial ordering. If ) = P, then 1 represents the smallest element of
War\We /War; if Q = P, it represents the largest.

Define

Xaw=|J P0Q , Xzw= ] PWQ,

w!' <w w!' <w
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and the following subfunctors of Z'IGD:

Fp(0) == {f €if(0) : supp(f) N X<w =0}
Fgg(o) = {f €if(0) + supp(f) N X = 0}
F5p(o) = {f €i%(0) : supp(f) N Pw@ C PwQ}
F5p(o) = {f €i%(0) : supp(f) N PwQ = 0}

We have ﬁg}é’ - ﬁ&é" - ﬁé}," and w; < wy = ﬁg}.f’r“ C ﬁa}f’l.
(=)

If ]5(0(2;) is one of the four functors defined above, we write FQ p for its image in the parabolic

restriction rgig. Thus the filtration Fy C --- C Fj of the geometric lemma is achieved by
enumerating Wy, \Wg /W)y in reverse size order wg > - -+ > wy and there are isomorphisms
e < W ~v < =W ~ M H M
I, = FQ;’/FQg = FQ};”/FQ;) X iy rw-1p © WO Ty -

We will not need to write down these isomorphisms explicitly except when w = 1 where the
isomorphism I; = id is induced by the map f fUQmUF f(u)du for f in Fé}g

When @ = P, observe that Fg}g is rgig and FS}D is the image under parabolic restriction of
the functions supported away from P.

When @ = P is the opposite parabolic, Fé}; is the image under parabolic restriction of the

functions supported on PP and FS}, = 0.

3. UNRAMIFIED TWISTING AND INTERTWINING OPERATORS

3.1. The universal unramified twist. Let A be a Noetherian commutative algebra over Z' =
Z[\/a_l]. Let P and @ be two parabolic subgroups with a common Levi subgroup M, and let
oo be a smooth A[M]-module. An intertwining operator, broadly speaking, is any element of
Hom 4 (i%(00), ig(ao)), however intertwining operators are studied and used most fruitfully as
oo varies within a family of representations defined by unramified twisting. More precisely, let

MO = ﬂker|x|p
X

as y varies over the F-rational characters x : M — F*, and for m € M let ™ denote its image
in the free finite-rank abelian group M/M?. The ring

R:= A[M/M"]
is a commutative A-algebra, isomorphic to a polynomial ring in r variables, where r is the rank
of M/M?P. The universal unramified character of M is defined as
Wy M — R
m—=m=Yy(m) .
We will denote Wy, simply by W if M has been fixed. The universal unramified twist of o will

be the R[M]-module defined by o := 09 ®4 V. The underlying R-module is g ® 4 R and the
action of M is given by

om)(v®l) =ocg(mvem, wveoaoy, me M.

The “universal” terminology is justified by the fact that for any A-algebra k that is a field,
unramified characters x : M — k* are equivalent to ring homomorphisms R — « by way of the
specialization
X =Y Qg k.
We will be particularly concerned with intertwining operators in Hompgg; (i%(0), zg(o))
The Bernstein center Z4 s over A is defined as the center of the category Rep 4 (M), that is,

ZA’M = End(idRepA(M)).
It acts on every object of Rep 4(M) in a natural way. We will consider og as a Z4 ps[M]-module.
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Define the commutative R-algebra
R = Zap[M/MO).
We will consider o as an R[M]-module where M acts as above and R acts as
(zm)(v®1l) =200, vE€ oy, 2€ Zapm, me M

Remark 3.1. Note that o, by virtue of being an R[M]-module, carries an action of the center
Zpr m of the category Repg(M), and there is a natural ring homomorphism R — Zg . We
emphasize that this R action is different from the one defined above

3.2. MR-linear intertwining operators. Our first results concern the subset Homgy g (i%(o), zg(o))
of Hompg (ig(a),ig(a)). Composing f € ig(a) with f +— f(1) induces the Frobenius reci-
procity isomorphism,
-G -G ~ GG
Homg ) (ip(0), ig(0)) = Homgpy (rgip(o), o),

and we will frame our results in terms of Homgg] (7“8@'16;:(0), o). We will freely use the notation
introduced in Subsection 2.4l

Theorem 3.2. Suppose 0y is finitely generated over A{M]. For anyw # 1, Homgyy(Lw(0),0) =
0.

The proof of Theorem appears in Section [, below. For now, let us take Theorem for
granted and use it to make the following definition.

Definition 3.3. Given an intertwining operator J in Homgppy (rgig(a), o), Theorem implies
J is zero on FQg}D(a). Thus restricting J to FQ<113(0) defines an endomorphism o = I(0) — o,
which we call the (o, P,Q)-signature of J and denote sigpg(J).

Corollary 3.4. An intertwining operator is uniquely determined by its (o, P, Q)-signature, i.e.,
the map of R-modules

sigpg : Homgp (rgig(a), o) — End%[M}(U)
18 1njective.
Observe that there is a natural left action of Endgy(0) on Homgjpy (rgig(a),a) via its

action on o. Given any intertwining operator J in Homgp (rgig(a), o) the (o, P, Q))-signatures
of its orbit form a principle left-ideal in Endgpz (o), namely

sigpq (Endwy (o) - J) = Endpas (o) - sigpg(J) € Endgya (o).

Let us apply this when QQ = P. In this case the isomorphism I; = id in is induced by
fr f(1) on FP<113. Since Flf}g =r§i%, this defines a quotient map

Jpip(00) : rGi%o — o
f= FQ),
and we have sigpp(Jp|p(00)) = id, by definition. Since
sigpp(Endpas (o) - Jpip(00)) = Endwas (o) - sigpp(Jpip(00)) = Endgr (o),

the map sigpp is surjective. Now, under Frobenius reciprocity, Jpp(cg) corresponds to the

identity endomorphism i%(co) — i%(c), so we deduce

Corollary 3.5. The composition of sigpp with Frobenius reciprocity
. ~ . sig
Endyg)(i%(0)) = Homgyay (rBi%(0), 0) —5 Endgjay(0)

defines an inverse to the natural map Endyy(0) — Endgg (i%(0)) given by the induction

-G
functor ip.

In fact, when P # @ we can still recover such an isomorphism after performing a localization.
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3.3. Localizing and preserving congruences. Since Homgjyy (rgig(a), o) is an R-module,
it gives rise to the sheaf of Ogpec(m)-modules

Jnt: U — Homgy (rgig(a), ) @n Ogpec(m) (U)-
When b € R, the sections over the principal open set U, = Spec(R[1/b]) are given, thanks to
Proposition by Int(Uy) = Homgyy /(a1 (rgig(a[l/b]), o[1/b]). We want to describe Jnt on
as large a subset of Spec(fR) as possible. For this, we should look for a J satisfying the following
conditions:
(i) sigpg(J) acts on o by a “scalar” b in R (in particular it is in the center of Endgp(s(0)),
(ii) b is not a zero-divisor in MR (in particular, b is nonzero).

Indeed, in this situation, the map sigpg would induce an isomorphism

Homg1 /401y (r§i% (o [1/0]), o [1/6]) — Endagjy yo)ar (o[1/0]).-
In geometric terms, b not being a zero divisor implies (is equivalent to, if 2R is reduced) that the
principal open set Spec(9R[1/b]) is open and dense in Spec(fR), so we would have described the
sheaf Homgppy) (7‘82’%(0), o) on a large open subset of Spec(fR).

In fact, we should ask for more than The geometry of the Bernstein scheme Spec(Z4, 1)
encodes much of the structure of Rep4(M ), and we should ask that our families of intertwining
operators vary across both Spec(Z4.s) and Spec(A[M/MP°]) in a compatible way. Further,
allowing A to be a Z'-algebra (instead of just a C-algebra) enables us to consider congruences.
In this setup, if b were divisible by some prime ¢ # p, passing to 2R[1/b] would kill all congruence
information at the mod ¢ fiber. Thus it would be particularly valuable to find a J that preserves
congruences in the sense of the following stronger condition

(i") For all p € Spec(A), the image of b in R ®4 A/p is not a zero divisor (hence nonzero).
In geometric terms, the open dense set U, = Spec(R[1/b]) — Spec(R) behaves nicely under
pullback over A in the sense that the pullback of U, — Spec(R) — Spec(A) along Spec(A/p) —
Spec(A) gives an open dense set again Spec((R @4 A/p)[1/b]) — Spec(R @4 A/p).

Definition 3.6. Let & be the multiplicative subset of R = Z p[M/MY] consisting of elements

of the form

Cdmd+cd_1md_1 +---+ecim+cy, me MQGO, c; € ZA,M

such that both cq and co are units in Za .
Observation 3.7. Elements of & satisfy condition (ii’).

Let JR[Aps] be the group ring of Ay, where Ay is the split component of the center of M.
The ideal

TJ?P := ker <9‘i[AM] — Endm[M]((TSi}GD/Fé}D)(J))>

of M[Aps] was considered in [Dat05, Sec 2.9] and [DHKM24b][App B]| (take “R” in [Dat05,
DHEKM?24b| to be our RR) and provides a source of intertwining operators. Indeed, any element

8 of ”?P induces a homomorphism
r§i%(o) = F5p(o) = (o)
and by composition a map
7“8@'?;(0) — (o) =0
[ Bf Bf(w)du
UonUs
where f denotes the image of an element f under i%(o) — rgig(a). While 3f is not, strictly

speaking, a function on G, we can lift it to ﬁé},(a) and then take the integral, which fac-
tors through I;(o) and does not depend on the choice of lift. Thus we get an element of
Homgpy (rgig(a), o), which we will call Jg.
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Theorem 3.8. There exists 5 € 39 such that sigpq(Jp) acts on o by a scalar b in the multi-

plicative set &.

The proof of Theorem appears in Section [f] below. For now, we take it for granted and
use it to define intertwining operators.

Corollary 3.9. Let b € & be as in Theorem . After localization, the (o, P,Q)-signature
defines an isomorphism

sigpg : Homgpyy 4y (1§15 (a[1/8]), o[1/b]) = Endgpp sy an (0[1/0]).

The isomorphism of Corollary will allow us to define the canonical intertwining operator,
however, to make such a definition we would like a framework that is independent of the choice
of 8 or of b. We accomplish this by passing from 9[1/b] to the fraction ring G~!R, to get an
isomorphism:

sigpg : Homg—ly[M}(Tgig(G_ld), 6 lo) S Endg—lm[M}(G_IU).

Definition 3.10. The canonical intertwining operator, denoted Jg p(o0), is the unique element
of Homg-193¢ (ig(G_la),ig(G_la)) whose image in

S

Homg—lm[M}(Tgi]GD’(G_lo‘),6_10') re Endg—lm[M](G_lO')

1s the identity.

Remark 3.11. Let 3, Jg and b be as in Theorem Let J, be the ideal of PR[A)/] that acts
by 0 on . Since

b=(b—pB)+B €Ty +337,
and b is a unit in &9, one would say in the terminology of [Dat05][Sec 2] that &~ is (P, Q)-
regular as a &~ 'R[M]-module. Or, in the terminology of [DHKM24hb, Appendix B], one could
say that b is (o, P, Q)-singular when o is considered as an R[M]-module (c.f. [DHKM24bl Lem
B.3)).

3.4. Classical interpretation. We can unwind the constructions above to characterize Jgp(00)
in terms of the familiar definition of intertwining operators via convergent integrals. Let 3, Jg
and b be as in Theorem Restricting 8 to the submodule Fé};(o) - rgig(a) gives a homo-
morphism

F5b(0) > 11(0),

which by Theoremis Z€ero on FS},(U) and defines an element of Endw(/)(11(0)) = Endgp (o).
The action of Ap; on o is via the map
Ay — R[M]
avr zg-aQ
where z, is the element of Z4 ps defined by a. The element § € R[Aj/] acts on o by a “scalar”
b in the multiplicative set & C R. The element Jz € Homgp (7“8@'16;(0), o) is defined by

fe BT (w)du , T € r$i(o),
UQﬁUﬁ
and %sigpQ(J/g) is the identity in Endg-1g2s(6'0).
Translating through Frobenius reciprocity, we get

Joip(00)(f)(g) = i/U mUiﬂ(ﬁ)(u)du, feib(e o).

If we start with f € ﬁé};(a} then, because 8 and b coincide on I (o), we can cancel and simplify
the expression to

Joip(00)(£)(g) = / f(ug)du.

UQQUF
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Corollary 3.12. The operator Jg p(oo) is the unique &~ MR[G]-equivariant homomorphism
%6 1o) = ig(Gfla)

satisfying Joip(00)(f)(1) = [y nu, f(w)du for | € F5p(& o).

Proof. By Remark above, we have shown that Gl is (P,Q)-regular as a & R[M]-
module, in the terminology of [Dat05]. The corollary then follows from the formalism of loc.
cit., specifically [Dat05, Lem 7.12]. O

3.5. Compatibility of intertwining operators with subquotients and scalar extension.
Given A —+ A’ a homomorphism of commutative rings, the forgetful functor induces a natural
map Zan — Za,m, which factors through Zay — Zaym ®a4 Ao Let f: R — R’ (resp.
f: M — R) be the corresponding induced homomorphisms A[M/M°] — A'[M/M°] (resp.
Zam[M/M°] = Z4 3 [M/MP]). The image of the multiplicative set & under f is contained in
the multiplicative set &’ of R’ with the analogous definition.

Proposition 3.13. (i) Let qo : 09 — o, be a homomorphism of finitely generated A[M]-
modules, let ¢ : & 1o — &7 1o’ be the induced homomorphism of & R[M]-modules.
The following diagram commutes.

i£(6"0) 5(6710)
f%@ l@g@
2G(Gflal) Jq|p(9p) G(6710/>

(ii) Let oo o = 09 @4 A and oy = 0 ®r R and let 1 : G710 — &' lop denote the map
on localizations induced by id® 1 : 0 — or/. The following diagram commutes

J, o
i9(& o) 22 6 (&10)

f%m ligw
J, Oq Al
ig(@—laR,)‘L’( O’Az)g(G’_laR/)

Proof. The integral appearing in Corollary |3.12|is a finite sum when restricted to F (6 L)

and commutes with homomorphisms ¢ — o and with scalar extension. O

Let Repff' (M) denote the category of finitely generated smooth A[M]-modules. Consider the
following functor

: f.g.
i : Rep ¥ (M) — Repg-1:(G)
oo = i%(& o) .
Since taking universal unramified twist, parabolic induction, and localization are all exact func-

tors, we observe that iJGD is exact. In this language, Proposition (1) says that Jgp defines a
natural transformation between exact functors:

JQ|p : ig — ig.

The same proof as Proposition [3.13] also implies the intertwining operators satisfy compat-
ibility with specialization at points of the Bernstein center. More precisely, consider a homo-
morphlsm of commutative Noetherian A- algebras A Zpm — B. It induces a homomorphism
X : ® — B, where B := B[M/M"], and X takes the multiplicative set & to the multiplicative
subset of § of B having the analogous definition.
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Proposition 3.14. Let o) = 0@, B and let v : &~ lo = S7loy denote the map on localizations
induced by id® 1 : 0 — o). The following diagram commutes

J, o
i9(610) 2% 6 (&10)
| liw
JQ\P(O'O,)\),G

ig(s_lU)\) — ZQ(S_la)\)

Remark 3.15. The level of generality in Proposition is an improvement on [DHKM24D,
Lem B.8| and [Dat05, Lem 7.2] .

3.6. Factorization property of intertwining operators and compatibility with induc-
tion. The next two lemmas show the canonical intertwining operator Jg|p is compatible with
respect to changing @, in a certain sense, and with parabolic induction. The arguments in
[Dat05l, Prop 7.8] work in this setting. See also [Wal03| IV.1(12),(14)] for the classical formula-
tion.

Given semistandard parabolics P, @, we define d(P, Q) = |3,eq(P) N Xeq(Q)| where ,0q(P)
denotes the set of reduced roots of Ap; in P.

Lemma 3.16. Let O, P, Q be three parabolics with Levi component M such that d(O,Q) =
d(O,P)+d(P,Q) and d(O,P) =1. Then

Jgio(o0) = Jqip(00) © Jpjo(00).
Lemma 3.17 (Compatibility with induction). Let P, @ be two parabolics with Levi component
M.
(1) Suppose P and Q are contained in a parabolic subgroup O with Levi N. Then

J8|P(UO) = ig(JéQVﬁN|PﬂN(UO))'

(ii) Let N be a Levi subgroup of G containing M such that PN N = Q NN and such that
PN and QN are parabolic subgroups with Levi component N. Then

Joip(oo) = JQNlPN(igmN(O'O))-
4. PROOFS OF THEOREMS [3.2] AND 3.8

Proof of Theorem [3.4. We show that Hompp(Iw(0),0) = 0 where Iy(0) = i)j,p o o
T%IQﬁ y(0) and w # 1. By the second adjunction theorem [DHKM?24a], it is isomorphic
to
Hom g{prmwa (W 0 T%lQmM(U% T%ﬁwﬁ((j))'
Now let a be an element of Ay;. Note that a € M NwM because it even belongs to Aynwas via
the natural inclusion of groups. As parabolic restriction only occurs on o, the action of a is:
(LHS) r, ® ¥(a™) where 74 € End gpsmuwan (W 0 'r’ﬁj/f_lQmM(ao)) is invertible;

(RHS) s, ® ¥(a) where s, € End g(pnuwn) (r%mwp(ao)) is invertible.

In particular a = ¥(a¥) 'a = ¥(a"")a acts as r, ® 1 on the LHS and as s, ® ¥(aa"") on
the RHS. Because parabolic restriction preserves finitely generated representations, we deduce
that End 4(armwnr (W 0 r{l‘}{l QM (00)) is finitely generated over Z4 js thanks to Lemma As
a result, there exists a polynomial P., in Z4 p/[X] that is killing r,. Since r, is invertible,
the Cayley-Hamilton theorem ensures that r, is killed by a polynomial P,., of the form X™ +
a1 X" 1 4+ .- 4 ap where ag € ZX’M and n > 1.

We concoct a polynomial killing the action of o on the LHS by taking P, € B[X] of the form
X"+ (ap_1®1)- X" 1 +... 4 a9 ® 1. Then P,(a) acts on the LHS via:

M R14 (a1 @1+ Fa®@1=P,(ry) ®1=0.

Let 8 = P,(a) € B[A]. By construction, it acts as zero on the LHS. On the RHS however, it
acts as 87 @ ¥(a Ya)" + (an_15"" ) @ ¥(a Ya)" 1+ + (ag® 1).
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is a non-compact element — such elements exist by
| B-v =0} ={0}. This follows immediately

We now suppose a chosen so that a(a *1)“’_1

[Wal03, Eq. (6)]. We want to show {v € er‘] +(0)
from the next lemma taking Y = ¢(a"%a).

Lemma 4.1. Let Vy be a module over a commutative ring D. Let V = Vo@p D[XE, ..., XF1.
Let Y = X{' - X¢ # 1, abbreviated X¢, and let 3(Y) = Y™ + ap_1Y" 1 + .- +ag € D[Y]
with n > 1. va eV satzsﬁes B(Y)v =0, then v =0.

Proof. Let v be killed by S and write:
v = Z UJ;XJ?,
7

where X/ = Xf1 X Suppose for contradiction that v # 0.

First, suppose that within the set of f such that v # 0, there exists at least one element
such that f -€=>"7_, fie; > 0. In this case, let Fiaqp be the set of f such that f € is maximal
and v # 0. In particular, note that Zfeme vaf # 0. If we write Bv = U%Xg, let Ghax
be the set of § such that g - € is maximal and vi # 0. In particular, since

Bo = 30X v a, XD 4y X,
f
and €- &> 0, we have Gioe = Fae + n€. Since v = 0 we have
1T _x fné _ yné ) —
DR S R DG B
JEGmaz fEFmax feFmaz

As X" is a unit, this is a contradiction. Thus we conclude that v = 0 in this case.
Up to multiplying v by a suitable monomial, which is a unit, we can assume the conditions
f-é€>0and vf# 0 hold. Therefore v = 0.
O

We can now conclude that:

HomB[MﬂwM] (wo rqjl\;/[lemM(U)a r%mwﬁ(g)) = 0.

Indeed, let ¢ be such a morphism. Since ¢ is B-equivariant, we must have 8- ¢(w) = ¢(8-w) =0
for all w in the LHS. But we have just proved that only the zero element is killed by 5 on the RHS.
Therefore, for all w, we have ¢(w) = 0, i.e. ¢ = 0. This concludes the proof of Theorem [3.2]

Next we turn to proving Theorem Before we begin, we establish two lemmas.

Lemma 4.2. Suppose oq is a finitely generated A[M|-module. For any w and any element a
in Awninn, let oy (a) denote the endomorphism of rﬁmw,lQ(U) induced by the action of wlaw
under right translation. There exists a polynomial

fwa(X) = X 4 bg 1 X4 1 X by in Za vr[X]
with by € Z ,; such that the element fy, o(¢w(a)) is the zero endomorphism.

Proof. Since o¢ is admissible over Z4 js, and parabolic restriction preserves admissibility, the
endomorphism rings Endz, , (a (r%rmrl Q(ao) is finitely generated as a Z4 p-module. By the
Cayley-Hamilton theorem, there exists a monic polynomial fy (X) in Z4 a[X] such that
fwa(¢w(a)) = 0 in Endz, , () (r%mw_lQ(Uo))). Since ¢y, (a) is coming from the action of a
group element, it is an invertible endomorphism, so the constant term by of the characteristic
polynomial is a unit. O
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Lemma 4.3. For any w and any element a in Ayninn, let @y(a) denote the endomorphism of
r%nw_lQ(U) induced by the action of w™law via right translation. In the notation of Lemma
the polynomial

4 - (d- -
Fuo(X)=(1@wlaw )X+ (bg_1 ® wlaw ( 1))Xd_1—|—---—|—(b1®w*1aw 1)X—|—bg®1
in R[X] has the property that Fy, o(®y(a)) is the zero endomorphism.

Proof. Let h®1 be a simple tensor in o = 0¢ ®z Z'[M/M°] and let ¢,(a) be the endomorphism
defined in Lemma . To ease notation we abbreviate ®,, = ®,,(a) and ¢, = ¢y (a).

d
Foa@,)(h@ 1) =Y (@ w Taw ") - ok ((h® 1)

d
=S e @w Taw ") (Phh@w Taw')
k—
d
= (hohh) @1

d
= b@ﬁ,h) ®1

E
Il
o

= (fwaldw)h) @1 =011
0

Proof of Theorem[3.8 Let E,, denote the endomorphism algebra Endpy,arn (u';oré‘fm)_1 (M) (0)).

Given an element u of R[Ay,nnas], we will let py,(u) denote the element of E,, induced by the
functor w o Té‘g/[mwfl( M) Observe that under the natural ring isomorphism

FE, = Endm[meflM] (Tgﬂw*I(M) (U))’

the endomorphism py(a), a € A, corresponds to the endomorphism @, (a) appearing in
Lemma £.3]

For each w # 1, let a,, be an element of Ay such that a,,w™ a:ulw is not in M (see Equation
(6) in |[Waldspurger|). By viewing a,, as an element of A,y by way of the natural inclusion
Ay — Awmnm, we can apply Lemma to obtain polynomials Fy, 4, (X) in RR[X] such that
Fuay,(pw(ay)) =01in E,.

Now define the element S of the group ring R[A| by

B =[] Fuau(aw).
w#1

Since Fy, q,,(ay) acts by zero on each wori\j[_lQmM(a), w # 1, it also acts by zero on each subquo-

1

tient i37 Poworﬁjl_1 on 17 (0) of the geometric lemma filtration. Thus 3 defines an element of the

ideal 39" C R®[A)]. In Subsection we defined the element Jg in Homgy (rg o z’%(a),o)

induced by . We now describe an element b of & C R such that sigpg(Jg) coincides with b in
Ede[M] (O’) .

Recall our notation Ey = Endgp(c), and for an arbitrary element u of R[A /], recall that
p1(u) denotes the element of E; defined by right-translation. In particular p;(u) lands in the
image of the natural map
Given a in Ay, we can describe pi(a) as an element of R in the following manner:

e since a is in Ay it defines an endomorphism of the identity functor and thus an element
of Z4 v, which we will denote z,;
e since a is in M it defines an element of A[M/M?°], which we will denote @;
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e pi(a) is the element 2, ® @ of R = Z4 py ® A[M/MP].

In the above notation, we have

pl(Fw,aw <a'w)) - Fwyaw (zaw ® %)7

which leads us to define.
b:= pl(ﬂ) = H Fw,aw<zaw ®@) .
w#1
Using the description of F, 4, (X) in Lemma each of the factors F, 4, (24, ® Gy) can be
written
d o d -
Z(bk @wlayw ) (Za, @ Gg)F = Z bpzr @ (apw=tay'w)k
k=0 k=0

where bg = 1 and by and z,,, are in Zj - Thus Fy 4, (%a, ® Gy) is in & and so b is also in &.
O

5. SCHUR'S LEMMA

In this section we use the results of Section [3] to deduce that universal unramified twisting
and parabolic induction preserves Schur’s lemma. Recall the notation R = A[M/M°] and
R = Z4m[M/MO].

Lemma 5.1.

(i) Let og be an arbitrary smooth A[M]-module. Then Endgys(o) = Endgjag (o).
(ii) If the image of Za n in Endgjpg(0o) is contained in the image of A — Endyppy(00),
then
Homgg) (i%(0),i¢ (o) = Hompie) (iF(0), ig(0))-

Proof. (i) Let ¢ : 0 — o be R[M]-equivariant; we wish to show it must also be R-equivariant.
Let o/ be the R[M]-module whose R-module structure is the same as that of o, but where the
M-action is given by o’(m)(v ® 1) = oo(m) ® 1. Then ¢ defines an R-module endomorphism
o' —o'. Givenv®1 € o’ and m € M, we have

¢(o’(m)(v @ 1)) = g(m 'a(m)(v @ 1))
=m lo(m)p(v®1) (by R[M]-equivariance)
=o'(m)g(ve1),

hence ¢ defines an R[M]-module homomorphism ¢’ — ¢’. Let Zr ps be the center of the category
Repg(M). There is a natural ring homomorphism 98 — Zg a7, through which the action of 91 on
o’ factors. Because ¢ : 0/ — ¢’ is a morphism in Repp(M), it must commute with the natural
action of R on ¢’. But the action of R on ¢’ is the same as action of R on o, by definition.

(ii) The action of ! on i%(c) is as follows. Take f : G — o an arbitrary element of i%(c), 2z €
Za.m, and m € M, the action of zm € Ris (zm - f)(g) = (¢m) f(g). Let A € A be the scalar by
which z acts on o9, so that (2m)f(g) = A\mf(g). Since any element ¢ € Hom gy (i%(o), 18(0))
commutes with scaling by Am € R, the statement follows. O

Suppose 0y is finitely generated. We claim End gy (o) = End gpz(00) @4 R and simply sketch
the proof because this is a variation of Proposition [2.6] since the M-actions on o = 0p ®4 ¥ and
00 ®4 R are not quite the same. We consider the embedding 7 : vg € g9 — vg ®4 1g € 0. It is
not M-equivariant, but because R is free over A, the restriction to og gives an isomorphism

¢ € Endgp(0) = ¢ oi € Homypy (00,00 ®a R).

Indeed o(i(og(m)vg)) = M Lp(a(m)(vo @4 1r)) = (0o(m) @4 1g)p(i(vy)). We prove the right-
hand side is isomorphic to End g (00) ®4 R as in Proposition and therefore the natural
ring morphism End 4137)(00) ®4 R — Endg[ps(0) must be an isomorphism.
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If we assume the natural map A — End 4jp7)(00) is an isomorphism, then R — End g (o) is
also an isomorphism. In this context, Corollary tells us that taking the (o, P, Q)-signature
(together with Frobenius reciprocity) defines an injection of R-modules

sigpg : Hompgg (iJGD(J),ig(J)) — Endgpy (o) = R.
The image of this map defines an ideal of R.

When we take @ = P, we deduce as in Corollary that Jp p is the identity and Schur’s

lemma holds for the family i% (o) (without any localization):

Corollary 5.2. Suppose og s finitely generated and A — End 4[5y (00) is an isomorphism. Then
the natural map R — Endgg (i%(0)) is an isomorphism.

As in Section [3:3] the ideal
IS9P = ker (R[AM] — Endp ((r§i? /Fé},)@)))

provides a source of intertwining operators; given 3 in L?P we denote by Jg the corresponding
intertwining operator.

Definition 5.3. Let S be the multiplicative subset of R = A[M/M"] generated by elements of

the form
cam® +cgmT ot em4 g, meMNGY, ;e A

such that both cg and cg are units in A.
As in Section [3.3] we deduce the following:

Corollary 5.4. Suppose oq is finitely generated and A — Endajpg(oo) is an isomorphism.

There exists B € 187 such that siggp(Jp) acts on o by a scalar b in the multiplicative set S. In
particular, we get an isomorphism of R[1/b]-modules

Hom g iy (G (ol1/8]), (0 [1/8) & R[1L/Y
J = sigpg(J)
- Jgip(00) —~ 7

6. THE HARISH-CHANDRA j-FUNCTION

For a finitely generated A[M]-module og, we define the Harish-Chandra j-function as follows:

G o1y CoLBT -1
Jp(00) = Jp p(00) © Jpp(00) € Endg-19) (ip(6770)) = Endg-1n) (S~ 0).

Note that j%(og) could also be defined in terms of o[1/b] over the ring 9:[1/b] where b is the
product bppbpp of elements bpp and bpp chosen to define Jp p(00) and Jpp(00), respectively.

If we suppose in addition that the map A — End 4p(00) is an isomorphism, then 38 (o0) is
given by a scalar in R[1/b] C S~'R by Corollary

Remark 6.1. Both Jgp(0o) and j(og), as we have defined them, depend on choices of Haar
measures on Ui and Up.

Proposition 6.2. j5 (o) lies in the center of Ende—lm[G}(ig(G_IU)).
Proof. We will show the image of j§ (o) in the composite
Endg- 193¢ (1%(610)) 2 Homg 19970 (r$iG(610), & 1o) 22225 Endg 19911 (6 o)

of Corollary 3.5lands in the center of Endg-1g M}(G_la). The image of j§ (o) under the first
isomorphism (Frobenius reciprocity) is the map

j:r8i%(670) = o

induced by f + S (00)(f)(1) for f € i%(o); we need to show sigpp(j) is central.
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The ring Endg-13z3)(0) acts on i%(0) via (¢ - )(9) = ¢(f(9)), ¢ € End(o), f € i%(0),
and also on rgzg( ) by functoriality of parabolic restriction. This induces a right action of
Endg-1g(p(0) on HomG_lm[M}(rgiIGD(o),a) by precomposition. By construction, sigpp (in
fact, sigpq for any Q) is equivariant for this action, namely

sigpp(J - ¢) =sigpp(J)¢
for ¢ € Endg-1mpp)(0), J € Homgfm[M](rgig(a),a), so it suffices to prove j - ¢ = ¢ - j for
¢ € Endg-13p7)(0)-

Let b € R and 8 € R[Ap] (respectively, b’ and ') be the elements chosen to define Jpp(00)
(respectively, J P|ﬁ)’ so we have

i =eanm =y [ # <,1) / (Bf)(w/)dU) .

Up

Then since 3 and " are in the group ring of the center of M and b, b’ are scalars, we can check

directly:
(o)
1
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¢ 5)(f)
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We proceed in a manner similar to [DHKM24bl Appendix C] to study the properties of the
j-function.

The argument of [Wal03, TV.3(1)] shows that, if P’ is standard parabolic subgroup,
81 (00) T pryp(00) = j8(00) Jprp(00)-

Taking the (o, P, P') signature of both sides, we get

sigppr (781 (00)Tpp(00)) = sigppr (35 (00)Tpryp(00))

i (o0) sigppr (Jprip(00)) = 7% (00) sigppr (Jprp(00))

8 (00) - id = j§(00) - id |

SO jg(ao) is independent of the choice of standard parabolic P. As such, we can drop the
subscript P from our notation. If G is clear from the context, we sometimes omit the superscript

G.
From Proposition [3.13] and [3:14] we deduce the following:

Proposition 6.3. Let oy be a finitely generated A[M]-module. In the notation of Section
we have

(i) Let qo : 00 — o, be a homomorphism of finitely generated A[M]-modules and q : 0 — o’
be the corresponding homomorphism of R[M|-modules. Then j(oo) € Z(Endg (S 1o))
stabilizes the kernel of the homomorphism &~ 'o — &~ 1o’ and the endomorphism it in-
duces on the image agrees with j(oy).

(i) Given A — A" any homomorphism,

J(o0®a A) = j(00) ®id € Z(Endy 1 (&'~ (0 @r R'))).
(111) Given X : Za p — B and the induced morphism A:GTIR - S™!B, we have
(00 924 B) = (00) ©id € Z(Ends-ssu (S0 @3 B)).
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Remark 6.4. As in [DHKM24bl App C.1], we can also deduce that Jgp(0o), and thus j(oo),
are compatible with isomorphisms G — G’ of connected reductive F' groups, in a sense that is
made precise in loc. cit. It follows that the requirement that P is semistandard can be relaxed,
taking into account this notion of compatibility.

We can give a more formal alternative proof of Proposition by interpreting j(—) as an
endomorphism of functors. Recall the functor ig defined in Subsection it is the composition
of the functors i : Repff'(M) — Repg-1x(M) and i4 : Repg-1:(M) — Repg-101(G), where i
is given by og — & 'o. Proposition can be phrased as saying that op +— j(og) defines an
endomorphism of the functor ig. In particular, j(og) commutes with elements of the subring

i (Endapar(00)) € Endg-19y) (i3 (6 "0)).

By Corollary the latter is isomorphic to EndG_%[M](G_IU), and thus j(op) commutes
with the subring i(End 4[51(00)). But the latter ring generates Ende_lm[M](G_la) as a G~ MR-
algebra. Indeed, by flatness of localization and Proposition [2.4] it is enough to show that
End (a7 (00) generates Endgypz (o) as an R-algebra, but Lemmaand the discussion thereafter
show that Endg(ps(0) = Enda(oo) ®4 R. We deduce that j(oo) is central.
Note that if we suppose in addition that A — End 4[5y (0p) is an isomorphism, the statements
in Proposition become, respectively,
(i) j(oo) = j(op) in S'R,

(ii) j(og ®4 A’) is the image of j(og) under S~'f : ST'R — S™IR/,

(iil) j(o0 ®z,4 51 B) is the image of j(op) under 16— S1B.
In particular, j(op) is an invariant of the isomorphism class of oy when o( satisfies Schur’s
lemma. When it doesn’t, then given an isomorphism o = oy, j(00) and j(oy) will differ by the
corresponding isomorphism Endg-1py1(6'0) = Endg-10321 (S~ '0”).

6.1. Invariance by unramified characters of G. Let W), = Spec(A[M/M"]). The group
scheme acts on Rep 4(M) in the following way. First of all, when B is an A-algebra, we consider
the functor V'€ Repy(M) — V ®4 B € Repg(M) called the extension of scalars. Now, we
define an action via the functor of points perspective i.e. for any A-algebra B we define it on
B-valued points
Uy (B) x Repg(M) — Repg(M)
(¥, (0, V) = (0, V)

where V¥ = V and the M-action is given by ¢¥(m) - v = ¥ (m)o(m)-v for m € M and v € V.
We may sometimes denote V¥ by V ®@p 1.

We say that V' € Repy (M) is Ups-invariant if, for all A-algebras B and all ¢ € Wy (B),
the B[M]-modules (V ®4 B)¥ and V ®4 B are isomorphic. We can also look at the action,
obtained by precomposing, of Wy, on A-linear functors such as Jgp from Rep 4(M ) to an A-
linear category C. Since we have an exact sequence 1 — (M NGY)/M® — M/M° — G/G° — 1,
the unramified characters of G form a closed group subscheme Vg C Wy,

Proposition 6.5. The functor Jgp is Vg-invariant.

Proof. Let B be an A-algebra and ¢ € ¥g(B). We want to show JQ|p(O'gJ‘M) and Jg|p(0o)
define the same morphism. We have to make it precise what “same” means in this situation.
Note that iG(o¥IM) = iG(0)¥ given by f ~— f¥ in Repg(G) where f¥(g) = 1(g)~"f(g).
As a function, f¥ belongs to the B-module i%(c). The element of (o, P,Q)-signature identity
is not affected by the twist by an unramified character of M. Another way to phrase is that
JQ|p(O'8/}‘M)(f) is identified with Jg p(00)(f¥) by the characterization in Corollary [3.12| This

allows us to identify JQ|p(08b|M) and Jg|p(00)¥.

Because i%(0)¥ = i%(0) as B-modules, this allows us to compare Jo|p(00)¥ and Jq|p(00)-
They are in fact equal because the functor defined by 1 is the identity on morphisms i.e. the
functor V +— V¥ associates to ¢ € Homp(g)(V, W) the morphism oY = ¢. O
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As a consequence of this invariance of Jg|p, it becomes straightforward that:

Corollary 6.6. Suppose og satisfies Schur’s lemma. The element j¢(0¢) € ST'R lies in the
subring ST'RY where RY = A[(M N G°)/M°] (recall that S C RE by definition,).

6.2. Factorization. Suppose P is a semistandard parabolic. Fix an ordering ¥,.q = {a1,...,a;}
of the reduced roots of Aps in P such that there are sequences (P, ..., P,) and (Qo,...,Q,) of
semistandard parabolic subgroups satisfying:

e Py =P and P, = P and each P, has Levi component M,

o Ered(Pi) N Ered(-P'ifl) = Oy,

e (); has Levi M,,, the Levi subgroup generated by M and the root subgroup attached

to «;.
In this situation, we have P, N M, = P;_1 N M,,, along with the properties d(FP;, P;+1) = 1 and
d(P, P) =3 d(F;, Piy1).
For each 7 =1,...,r we have the j-function relative to M,,

. ~Ma' —_ ~Y —_
7 (00) € Endg-1yus,, ) (ip 5, (670)) 2= Endg-19q0) (6" 0).

By combining Lemmas and [3.16(1), we obtain:
-G

Proposition 6.7. Let oy be finitely generated. In the ring Ende_m[M](G_lU), j7(00) factors

as
T

i%(00) = [ 5™ (00).
i=1

All the factors are central, so the product on the right side is independent of the ordering
of the factors. When o satisfies Schur’s lemma, the terms in the product are elements of the
commutative ring S™!R, so this independence of ordering is trivial.
Remark 6.8. The j-function of a parabolically induced representation enjoys a multiplicativity
property, whose statement and proof is analogous to that appearing in [DHKM24bl, Appendix
C.3]. We omit it.

7. MORE ON b

Let o be finitely generated satisfying Schur’s lemma. By Corollary each term jMei (o)
in Proposition lives in the subring S; 'R; where R; = A[(M N M$)/M°] and S; is the
multiplicative subset of R; defined in Section [5} where G is taken to be M,,. The group
(M N MY)/MY is a free abelian group of rank 1 and (as observed in [Dat05, Sec 7]) it has
a unique generator mg,; with the property that there is a positive power n with my,. € Ay and
|oi(my, )| < 1. This gives us a canonical isomorphism

Me, H7 Xl

that sends .S; to the subset of polynomials whose first and last coefficients are units. Now if we

identify A[M/M°] = A[X{!, ..., XF!] it follows from Proposition and Corollary that

jG(O'()) can be expressed as a product of rational functions, each in a single variable:

. P;(X;) _
%0 =] 5%,y €57 AT X
with P;(X;), Q;(X;) in A[Xiil], and Q(X;) having first and last coefficients units in A.

In the multiplicative sets S; C A[X;"'] of polynomials whose first and last coefficients are
units, we can speak of the degree of a polynomial

deg(a, X" + a1 X" amX™) :=m —n,

and multiplying polynomials in S; causes degrees to add even if A is not an integral domain.
Thus if we want to invert as little as possible in defining Jg, p(op) we can, for each i, take
G in Theorem to be M,, and choose each f; such that degy,(b;) is as small as possible.
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This provides a denominator b = b; - - - b, that is minimal with respect to the divisibility partial
ordering, and the ring R[1/b] is minimal with respect to inclusion.

If Aisafield, A[X Zﬂ] is a principal ideal domain. Since image of sigp() defines an ideal, which
is generated by a single element, there is a canonical choice of b; having least degree. When A
is not a field, it is not clear there is a canonical denominator.

8. UNIVERSAL j-FUNCTION

Fix a depth r > 0 and let Py be the projective generator of the depth < r subcategory of
smooth Z'[M]-modules (see [Dat09, Appendice A] for a description of Pp). In this section, we
will apply the construction of Sections |3 and [5| with A = Z' and o9 = Py. In the notation of
Sections [3] and [l we have

R =17[M/M"]

U:,P::’PO(X)Z"IIM

R = Zy y[M/MO]
where Py is finitely generated as a Z'[M]-module. As Py is a projective generator, the map
Zy M — Z(EndZ/[M] (Po)) is an isomorphism on the depth < r direct factor Zz ar, of Zz
and zero on the other factors. In particular, so is Zz ar — Z(Endz,  a(Po)) because

Endz/a(Po) = Endz), , (m)(Po). Finally, passing to universal unramified twists we have an
isomorphism

R = Z(Endgy (P)),
which equals Z(End gy (P)) by Lemma i).
The constructions of Sections [3], 5} and[f give
Joip(Po) € Homg 199 (i%(&7P), iG (&' P))
i€(Po) € Z(Endg-19ay (67'P)) 2 67'R
where the centrality of j G(PO) is from Proposition . We will describe a sense in which Jg, p(Po)
and j¢(Py) are “universal.”

Let B be a commutative Noetherian Z'-algebra. By [MT23], Lem B.13|, Ppo = Py @z B is a
projective generator of the depth < r subcategory of smooth B[M]-modules and we have

Joip(PBo) = Jqip(Po) ®z 1B
by Proposition [3.13(ii).

Now let 7y be a finitely generated B[M]-module of depth < r, with universal unramified twist
=7 @z ¥pr. There is an integer n and a surjection of B[M]-modules

,Pg% — 7.
By applying Proposition (1) to each inclusion Pp g — Pg% we find that
Joip(Pil) = diag(Jgp(P))-

Now applying Proposition (1) to the surjection Pg% — mo, we find that Jg p(mo) is de-
termined by the following recipe: given v € iIGD(G*lw), choose any preimage v’ of v in the
surjection i%(G1PE") — i%(&~1x), then send v’ to ig(gqun) via diag(Jgp(PBo)) =

diag(Jgp(Po) ®z 1), then project back down along the surjection ig(@flpg") — ig(@flﬂ).

Theorem 8.1. Let B be a commutative Noetherian Z/-algebra and let wo be any finitely generated
smooth B[M]-module. The intertwining operator Jgp(mo) is determined by Jgp(Po) in the
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sense that the following diagram commutes for any resolution Pg’é — Q.

JQ\P(PO)(@Z/IB

i%(&~1Pp) ig(G_l'PB)

ldiag ldiag

diag(J, Po)®yzr1
ZIG;:(Gilpgn) g( QlP( 0)®z/18) 28(67173%9”)

! !

J m
iE(& ') ™) iG(& )

Although Jg p(mo) has, up to this point, been defined only for finitely generated m, Theo-
rem allows us to extend the definition to non-finitely generated objects:

Definition 8.2. Let mg be an arbitrary smooth B[M]-module of depth < r and choose any
surjection ©1Po — mo. Define Jg|p(mo) to be the morphism induced on iG(& ) — ig(@flw)
by applying Jo\p(Po) @z 15 diagonally to ig(@fl @1 op) and passing to the quotient. We can
define j@(mg) similarly.

Define Zy := Z(Endp[y(m0)). The natural action of Zz/ j on 7o induces a homomorphism

Ao @ 271, — Zp. We adopt the notation of Proposition by extending scalars to Z'[M /M 0]
and localizing we have a morphism

Arp 167 IR - 8717,

where Z := Zo[M/M"] = Z(End gy 0y (7)) and S is the multiplicative subset of Z defined

analogously to &. The following theorem states that j¢(Py) is the universal depth < r j-
function.

Theorem 8.3. Suppose mg is a B[M]-module of depth < r with Zz yr acting via Ar, © Zz0 pp —
Zo. Then

74 (m0) = Ay (7(Po)),
where the equality takes place in the ring S™1Z.

Proof. Let us abbreviate A := Ar;, Pro :=Po @2y a1 Zo, and Py :=P Y Z.

Since 7 is finitely generated as a B[M]-module, and B — End gy (7o) factors through Zo,
we have that mg is finitely generated as a Zy[M]-module. We could replace Zy with B in what
follows without losing generality. _

Fix a morphism ¢ : Py — mp, which induces ¢z, : Pro — 7o and ¢z, : S7Ipy — S ir
Proposition i) gives

jG(ﬂ-O)ngO(S—lpA) = j9(8(Py)).

Note that this is an equality of scalars in S™1Z.
From the compatibility of Jg p(oo) with scalar extension (take B in Proposition (iii) to be
Zy) we have

Mi(Po)) = §°(Pro) € 5712,
Applying Proposition (1) again gives us j%(Pyo) = j9(¢(Po)) in S~1Z. We conclude that
the scalars 79(Py ) and j%(mp) act the same on the subspace ¢z,(S™1P)) of S~i7.

Letting ¢ vary over Homyy(ys(Po, mo), the subspaces &ZZO (S71Py) generate S~ s0 % (Py o)
and j%(m) act the same on all of S~!7, hence are identical elements of the ring S Z. O

Note that if mg satisfies Schur’s lemma, then Z; is simply B in the above.
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9. CHARACTERIZING LOCAL LANGLANDS IN FAMILIES: QUASISPLIT CLASSICAL GROUPS

9.1. Langlands parameters. Let W denote the Weil group of F' and let Ir and Pr be the
inertia and wild inertia subgroups, respectively.

For a connected reductive group defined over F, with F-points denoted by G, we consider its
dual group G as a Z[1/pl-group scheme. Fix ‘G = G x W a finite form of the L-group, where
W is a finite quotient of Wr through which the action of Wr on G factors. Here, LG is again
considered as a Z[1/p]-group scheme (possibly non-connected). Given a Z[1/p]-algebra R we say
a homomorphism ¢ : Wr — “G(R) is an L-morphism if the composition Wr — *G(R) — W
is equivalent to the natural projection Wrp — W. Note that sApecifying an L-morphism ¢ is
equivalent to specifying a 1-cocyle ¢° : Wr — G(R) in Z'(Wp,G(R)).

Let (Pf)cen be an exhaustive filtration of Pr by open subgroups that are normal in Wy with
Plg = Pp. Let Fr be a lift of a Frobenius element in Wr/Pr, let s be a topological generator of
the tame quotient I/ Pr, and consider the discrete subgroup (Wg/Pr)? generated by Fr and s.
By working with the preimage W of this discrete subgroup in W, one defines the affine finite
type Z[1/pl-scheme X{ , = Spec(9R{ ) representing the functor

Z' (W) P&, G) : Z[1/p]-algebras — Sets
R Z'(Wp/Ff. G(R))

As explained in [DHKM25, Rem 6.9(ii)| , if  is an algebraically closed field of characteristic
zero, the rk-points of the affine GIT quotient scheme X7 . /| G are precisely the L-morphisms
¢ : Wp — LG(k) that are trivial on P% and have the property that ¢(Wp) is semisimple (i.e.,
if it is contained in a proper parabolic subgroup, then it is contained in a Levi subgroup of that

parabolic). We call such an L-morphism a semisimple parameter over k.
We define Ri = limRf . The coarse moduli space defined by the corresponding ind-
F

affine scheme was introduced for GL,, over W (F,) in [Hel20] and expanded to Z[1/p] and other
connected reductive groups independently in [DHKM25| [Zhu20) [FS24].

Let Fr,sq,..., s be a choice of generators of the finitely presented group ng / Pf., where the
s;’s topologically generate Ir/Pp. We have “universal elements” F,o1,...,0, € G(R{,) such
that

(F,Fr), (01,81);- - -, (ok, 81) € “G
satisfy the defining relations for ng /Pg. The “universal parameter”

unlv WF/PF - LG( )

is defined by ¢¢ ;. (Fr) = (F,Fr) and and ¢¢ ;. (s ) (04, si). This is not truly a parameter since
it is only defined on the discretized subgroup WF /Pg.
We recall the notion of ¢-adic continuity introduced in [DHKM25| Sec 2.5|. Fix a prime ¢ # p.

Definition 9.1 (|[DHKM25, Def 2.12|). Let R be a Z[1/p]-algebra. We say an L-morphism
¢ : Wp — LG(R) is l-adically continuous if there exists a ring homomorphism f : R’ — R with
R’ (-adically separated and ¢' : Wr — YG(R') satisfying:
(i) 6 =LG(f) oo
(i) YG(mp)od' : W — LG(R'JI"R') is continuous for all n where 7, denotes the projection
" R'/I"R'.

By [DHKM25, Thm 2.13, Thm 4.1], if we extend scalars to Rg, , = R, @y Ze, the
ring R, is f-adically separated and there is a unique f-adically continuous L-morphism
G univ : Wr/Pp — LG(ER% G e) extending ¢% ;-
of topological generators, up to canonical isomorphism, and every f-adically continuous L-
morphism ¢ : Wg/Pg& — LG(R) over a Noetherian f-adically separated Zs-algebra R arises
by base changing qbe univ along a homomorphism K¢ o™ R.

Let k be an algebralcally closed field of characteristic zero that is a Zy¢-algebra. We say a
semisimple parameter Wr — G(k) is f-adically continuous if it is continuous in the f-adic

Moreover, R{ ,, is independent of the choice
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topology on k. For example, when k£ = Qy and ¢ is integral, i.e., ¢(Fr) is a compact element,
this coincides with Definition by [DHKM24bl, Prop 6.23].

9.2. Classical groups and conjugate self-dual parameters. Let E/F be a trivial or a
quadratic extension of p-adic fields, let ¢ be the generator of Gal(E/F), let ¢ € {£1} and let
(V,h) be an e-hermitian space. We define the isometry group

U(V,h) ={g € GLg(V) : h(gv,gw) = h(v,w), v,w € V}.

e When F/F is quadratic, U(V, h) is a unitary group,
e When F = F and e = —1, U(V, h) is a symplectic group,
e When F = F and e = 1, U(V, h) is an orthogonal group.

Note that U(V, h) is the F-points of a possibly disconnected reductive group defined over F. In
this article we use the following definition of “classical group:”

Definition 9.2. A classical group G is a unitary, symplectic, or odd special orthogonal group.
If V' has dimension zero, G is the trivial group. In particular, G is connected.

Let G be a quasisplit classical group. We define conjugate self-dual Langlands parameters for
G following |[GGP12, Section §].

First, suppose £ = F' and G is a symplectic or odd special orthogonal group. In these cases,
G is split. Let LG = G be its Langlands dual group, defined over Z by a Chevalley basis. Let
m = 2n + 1 or 2n, respectively, and let R : “G — GL,, be the standard representation. If A is
a Z[1/p]-algebra and ¢ : Wr — L'G(A) is a semisimple A-valued Langlands parameter we will
consider the composite Ro ¢ : Wp — GL,,,(A) and call it a self-dual A-valued parameter for G.

Next, suppose G is unitary, let “G = G x Gal(E/F) = GLy, x Gal(E/F), and let ¢ : Wp —
LG(A) be an A-valued Langlands parameter. We will let R o ¢ denote the restriction ¢|y, :
Wg — GL,,(A) and refer to it as a conjugate self-dual A-valued parameter for G.

Proposition 9.3 ([GGP12, Thm 8.1|). Let ¢ and ¢’ be parameters valued in “G(C). Then ¢
and @' are conjugate in G(C) if and only if Ro ¢ and R o ¢’ are conjugate in GL,,(C).

To shorten notation we will often abbreviate R o ¢ by Ra.

9.3. Harish-Chandra p-function. Let G be a classical group coming from an e-hermitian
space V as above. Let V' be an e-hermitian space of the form V/ = W &V @ W' where W,
W' are dimension m and totally isotropic and V' is orthogonal to W @ W'. This specifies a
parabolic subgroup P of the classical group G’ associated to V', where G’ has the same type as
G, having Levi subgroup M = G x GL(W) = G x GL,,(F).

Fix a nontrivial additive character v : I — W (F;)*. Let U be the unipotent radical of P
and choose Haar measures du and du’ on U and U respectively, normalized with respect to )
according to the procedure described in |GI14], B.2].

For a fixed depth 7 > 0 let P(G), denote the progenerator of the depth < r subcategory of
Repw(ﬂ)(G). Denote the Harish-Chandra j function with respect to 1 as

jgl (P(G)r 029 P(GLm)r’)

as in Section |§|, where the Haar measures du and du’ are normalized with respect to ¢». We note
that jgl(P(G)r ® P(GLyy,),) is universal in the sense of Theorem .

Note that M is a maximal Levi subgroup of G’, and sending (gv, gw) € M to valg(det(gw))
induces an isomorphism W (F,)[M/M°] = W (F)[GL,,/GLS,] = W (F,)[X*!]. In this sense, we
view jgl (P(G)r@P(GLy,),) as an element of 6*1(ZW(]F7)’M[Xi1]) where & is the multiplicative
subset of Zy, g 1 [ X consisting of polynomials whose first and last coefficients are units.
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9.4. Gamma factors for L-parameters. Consider a triple (R, p, ), where R is a Noetherian
(-adically separated W (IFy)-algebra, ¢ : F — W (FF;)* is a nontrivial character, and p : Wr —
GL,(R) is an f-adically continuous homomorphism. Let S be the multiplicative subset of R[X*1]
consisting of polynomials whose first and last coefficients are units. In [HM17] there is associated
to any such triple an element

v(p, X, ) € STH(RIX, X71) ™.

This construction is compatible with extension of scalars along any homomorphism R — R’, and
it specializes to the classical Deligne-Langlands gamma factor when R = « is an algebraically
closed field of characteristic zero.

Let ¢ : Wrp — YG(A) and 7 : Wr — GL,,(B) be semisimple parameters valued in Noetherian
W (F,)-algebras A and B, respectively. We take R = A ® B and consider

YR @ 7,1, X,9) € STH(R[X, X))~

Given homomorphisms f : A — A’ and g : B — B’ we have, by compatibility with scalar
extension,

(feg9) (YR T, X, ) =7((RODT) @pay (A’ @ B'), X,9)).

9.5. Converse theorem for classical groups. Given ¢ : Wr — “G(A) and ¢ : Wp —
GL.,(B) as above, we define j,(¢ ® ¢, X, 1)) to be

-1
(v(Ro© ¢, X ve)v(RO)” © ¢, X~ g (Ro ¢/, X2 0y (Ro ¢, X2 07))

where R is the standard representation described above and R is Sym?, A2, AsT, or As™ if
G is orthogonal, symplectic, even unitary, or odd unitary, respectively. For constructing the
Plancherel measure, it is customary to work with (¢ ® ¢/, X, ¥) = jyp(d @ ¢/, X,¥) 7!, but we
will stay with j, (¢ ® ¢, X, 1) in parallel with the framework of Section @

Proposition 9.4 ([DHKM24b| Prop 7.7). Let G be a classical group and let K be an algebraic
closure of K = Frac(W (F;)). Suppose ¢1,¢2 : Wrp — YG(K) are two semisimple parameters
such that

Jy(d1 @7, X,9) = jy(p2 @ 7, X, 9)

for all irreducible semisimple parameters T : Wrp — GLi(K) for allt < m. Then ¢1 and ¢o are

G(K)-conjugate.
Proof. Note that the equality jy(¢1 @ 7, X,%) = jy(¢2 ® 7, X,1) in the statement of Proposi-
tion implies the hypothesis of [DHKM24b| Prop 7.7| because for p,;, = j;l and the factors

Y(Ror, X* )y(RorV, X 2,971

depend only on 7 and can be canceled. The statement proved in [DHKM24b] is for C-valued pa-
rameters, but K is an algebraically closed field of characteristic zero that has the same cardinality
as C and thus is isomorphic to C. O

We record the following reformulation of the converse theorem:

Corollary 9.5. The same statement as Proposition remains true if ju(dp1 @ 7,X,¢) =

Ju(p2 @ 7, X, ) for all semisimple parameters T : Wp — GLy, (K).

Proof. For any t < m, consider the semisimple Wr representation 7 given by 7 @ y®™!

where 7 is irreducible and y is a character. By the multiplicativity of gamma factors we write
Ju(di @1, X, 1) as jy(di @710, X, ¥)jy(di@x, X, )™~ . By the stability of gamma factors, if y is
highly ramified, 7(R¢1 @ x, X, ¥) = 7(Rp2 @ x, X, 1), so after canceling factors on either side of
the equahty J¢(¢1 T, X? ¢) = ]¢(¢2 T, X’ 1/)), we have ]¢(¢1 ® 70, X1/}) = jw(¢2®7—0a X’ ’(/}) U
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9.6. Characterizing a local Langlands morphism with universal factors. Now suppose
we are given a continuous ring homomorphism

as in the introduction. We will show that, in the case of classical groups, there exists at most
one ring homomorphism £ taking the Langlands—Deligne gamma factors of a tensor product to
the universal Plancherel measure of a maximal Levi subgroup. First, we prove the result over IC,
an algebraic closure of the fraction field K of W (F,). Fix ¢ : F — W (F,)*. Identify G x GL,,
with a Levi subgroup in a classical group G’ as in Subsection [9.3]

Theorem 9.6. There exists at most one ring homomorphism

G
[,* %LGIC — ZG,K
such that, for r >0,
(Lx @ Loy, ©)u(60) <@ o) X R)) = 55 (P(G)i g, ® P(GLin)i o)

Proof. In this proof only, we will drop the subscripts K, “G, and G to ease notation. Let £;
and L9 be two such homomorphisms. Fix r > 0 and let e; = e1(r) and es = ey(r) denote the
integers e(r) defined as above for £ and La, respectively. Each £; restricts to finite depth:

Lo (@0 Sz,
We will show that e; = ey and that these two restrictipns coincide.

Consider a point = : Z, — K, and let g; : (R®)¢ — K be its pullback under £;. Each
y; determines a closed point of the GIT quotient Z'(Wg, G <)/ G(K), hence a closed G(K)-
orbit of semisimple 1-cocycles Wr — G(IC). Choose one such cocycle ¢; : Wr — G(K); the
argument that follows does not depend on this choice. By the universal property, there exist
unique homomorphisms -

fi R — K
such that . B
¢z’ _ ¢ei7umv ®9‘{ei,f¢ K.
Note that fi|(me.)é = ;.
For every nonnegative ¢t and every f : i)f{e(r) — K we set ¢ = ¢G£ uniy ®% ; K. Set
Lm7
r_
Yy = f’(mg(z’;)GLm(E)

Note that jy(¢; ® ¢/, X, R,v) depends only on the semisimplification of ¢; and ¢', and the

coefficients of ]d}(qbigmv ® quL) UMYX R, 1)) live in the subring (R )C @ (mg(r ) \GLm(R),

’nL

and let 2’ = ¢/ OL&Lm ' Zar,, — K.

(i@ 6 X, Ro) = (1@ ) (G608 @ 00 ™, X, R,0)))

(
= (i @ y) (Ju(sie™ © 60 "™, X, R,y)) )
= (w0 £) ® (@ 0 Lor,.)) (Js(650™ © 657" X, R.v))
= (z®7) (M(P(G)mr ® P(GLM)KOJ,) :

The final expression is the same whether ¢ is 1 or 2, so we conclude

Ju(¢1 @ ¢, X, R, ) = jy(d2 © ¢, X, R, )
for all ¢'.
By Corollary [9.5| this implies ¢ and ¢o are in the same @(E) orbit of Z I(WF,CAJE). In
partlcular el = eg; set e = e; = eg. Now f; coincides with fo on the subring of invariants
(M%) G(K). In other words, y; = y2 and

roli=x0Ls.
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Now let o be any element in (9¢)¢. We have shown that £1 () — L2() is in the kernel of every
homomorphism z : Z, — K.

Given a homomorphism x : Z, — k where & is an arbitrary field of characteristic zero, Zariski’s
lemma implies  factors through a subfield £’ that is isomorphic to K, so £1(a) — Lz (c) is zero at
x by the above argument. Since Z,. has no ¢-torsion, characteristic zero points x : Z,. — k form
a dense subset of Spec(Z,) and, as Z, is reduced, this implies £1(a) — L2(a) = 0, as desired. O

Since we have descended j, to Z' integrally we can now state the following corollary, which
characterizes local Langlands morphisms over Zj = Z[,/q].

Corollary 9.7. In the setup of Theorem[9.6, there exists at most one continuous homomorphism

. G

such that ) /
(L Lor,) (e @ 620) X, Rp)) = j§ (P(G)r © P(GLyn)w).

Proof. Both the source and target are compatible with flat base change, so after extending

scalars along Zj, — K, we can apply Theorem O
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